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Abstract

Deceptive communication or behavior can inflict loss, making it important to be

able to distinguish these from trustworthy ones. This article pursues the hypothesis

that repeated exposure or experience can cause learning and hence better detection

of deception. We investigate using data culled from events in a TV game show.

Decision-makers in the show repeatedly faced situations where they had to correctly

identify an individual from within a group all claiming to be that individual. Our

sample showed evidence of learning, suggesting that experience can aid in assessing

the credibility of cheap talk.
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1 Introduction

Concern surrounding deceptive communication such as false testimony or ‘fake news’ has

increased in the recent past, with research suggesting that deceptive communication or

manipulated information can adversely influence political (e.g., Rose 2017; Fujiwara et al.

2021), social (e.g., Kim et al. 2020) and economic outcomes (e.g., Institutional Investor

2019). A question of importance is if the ability to correctly assess credibility and detect

false communication can be augmented through repeated exposure to environments with

potential deception. In this article, we focus on situations where individuals may be

repeatedly exposed, and ask whether such experience can enable learning and thereby

yield improved assessment.

When the preferences of a sender and a receiver are opposed, economic theory tradi-

tionally proposes that strategic communication should be uninformative (Crawford and

Sobel 1982), implying deception in communication cannot be systematically detected.

However, extensive research on deception (Zuckerman et al. 1981; DePaulo et al. 2003;

George et al. 2004; Hartwig and Bond 2011) shows that senders may involuntarily gener-

ate behavioral cues, i.e., ‘signal truth’ (Ockenfels and Selten 2000), which in principle can

help discriminate between sincere and opportunistic communication.1 For example, Wang

et al (2010) found that the dilation of senders’ pupils around the moment of communi-

cation was positively correlated with the magnitude of their deception, implying more

information was getting revealed than could be inferred from equilibrium properties.

The presence of such valid indicators of deception suggests that individuals may be able

to observe and exploit these cues to produce superior assessment. The literature however

finds that humans are not always proficient in this domain, with performance in deception

detection tasks often at levels consistent with random decision-making (Ockenfels and

Selten 2000; Brosig 2002; Serra-Garcia and Gneezy 2021). A key question is thus whether

there are factors which can help reduce detection error. We investigate if experience can

1Such cues could be generated because the act of deception imposes affective or cognitive stress.
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act as such a factor, by affording the possibility of learning.

It is reasonable to expect learning in the domain of deception detection. Human cap-

ital models (Mincer 1974; Becker 1975) suggest that experience augments productivity

through on-the-job learning. Relationships predicted by these models have received em-

pirical support for employees as well as entrepreneurs (e.g., Maranto and Rodgers 1984;

Taylor 2001). Additionally, laboratory research has shown, for a variety of tasks, that ex-

perience can cause learning (see e.g., Newell and Rosenbloom 1981 and Erev and Haruvy

2016). In the current context, decision-makers may observe cues potentially associated

with deception, with experience enabling learning of patterns and improving inference.

Deception by nature is difficult to observe in the field. As data source, we identify

a TV game show instead.2 The show was first aired in the U.S. in the late 1950s, and

has many episodes, each with multiple sessions. In any session, judges face a group of

challengers, one of whom is the central character, the others being impostors. The task of

each judge is to independently identify which challenger is the central character, with the

impostors attempting to deceive the judges. A judge benefits if his/her identification is

correct, with no explicit competition between judges, while all challengers benefit equally

for every judge making an error. The set of judges is fixed for an episode, and a person

can appear as a judge in multiple episodes. Since judges make many decisions over time,

the show allows us to observe the effect of experience on detection error in a high-stakes,

quasi-naturalistic environment. Details of the show and our data are in Section 2.

Section 3 presents preliminary findings. We find here that detection error on average

is mostly lower than the random choice benchmark level. We further find an apparent

trend, yielding that increased experience reduces average detection error.

Were analysis to yield a significant negative relationship between experience and error,

a possible explanation would certainly be learning. The nature of our data would also

2Data from game shows have been used in economics at least since Gertner (1993). Darai and Grätz
(2010), Belot et al. (2012) and Turmunkh et al. (2019) have earlier used such data for the analysis of
deception detection.
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render two alternative explanations admissible. One is predicated on deception by some

challenger groups being intrinsically easier to detect than by others, by which we mean

that large random samples of judges would generate lower detection error for the easier

groups. If so, another possible explanation for a potential negative relationship would be

that the chronological arrangement of challenger groups is such that later episodes, or later

sessions within episodes, involve easier groups. The second is predicated on some judges

being intrinsically more able at detection than others, by which we mean that decisions

across large random samples of challenger groups would display lower error for more able

judges. If so, a possible explanation would be that the chronological arrangement of

judges is such that later episodes involve more able ones. This confound is of importance

as judges on the show could be repeated across episodes yet did not appear in an equal

number of episodes. This raises the concern that the number of episodes per judge is

driven by a selection process favoring better-performing judges, who get to appear more

often. An explanation for a potential negative relationship could then be that more

experienced judges are the more innately able ones, as they are selected more often.

In Section 4, we analyze if the apparent negative relationship between experience and

error is significant and find that it is. We particularly analyze if learning can emerge as

an explanation for this relationship after accounting for potential bias in the selection of

judges into episodes and features of the specific arrangement of challenger groups across

sessions and episodes. We present findings from multiple analytical routes and conclude

there is sufficient evidence for experience positively affecting the chance of success in

deception detection by enabling learning.

The hypothesis that experience improves detection due to learning has received ex-

tensive attention in psychology, starting with Kraut and Poe (1980). Its importance has

been recognized in economics as well (e.g., Wang et al. 2010, p. 1005). Prior research

has compared performance in laboratory tasks of lay individuals to that of professionals

such as judges or law enforcement officers. Distinction between junior and senior profes-

3



sionals, determined by length of active service, has also been made (DePaulo and Pfeifer

1986). A problem with this approach is that professionals diverge from lay individuals and

each other on multiple dimensions, such as the degree or type of experience and training.

Hence differences across these groups can not be uniquely attributed to experience. More

strikingly, only a few studies (e.g., Ekman and O’Sullivan 1991; Vrij and Mann 2001) have

found that experience matters, most reporting no difference between groups.

This apparent inability to benefit from experience could be because existing labora-

tory studies have typically not allowed high stakes, feedback, or repeated decisions (e.g.,

Vrij and Mann 2001; Elaad 2003).3 The question of ecological validity has also been

raised (e.g., Gokhmann et al. 2012), given the importance of contextual information in

professional decision-making (e.g., Park et al. 2002; Belot and van de Ven 2017). Our

approach is novel as it uses non-experimental data and studies a high-stakes, feedback

environment with long series of decisions by individual judges without special training,

who face different challengers on every occasion. Further, our setting contains elements

of naturalism, as the task is to determine the identity of a human, with judges aware of

some facts about the person.

A central theme in the literature on deception detection is whether there are factors

able to improve detection accuracy. The commonly discussed factor is training (Zuck-

erman et al. 1984), although meta-analyses give mixed results with respect to efficacy

and cost-effectiveness (e.g., George et al. 2004; Hauch et al. 2016). Other identified

factors are individual versus group decision-making (Klein and Epley 2015) and personal

biochemistry (Pfundmair et al. 2017). Our paper contributes to the literature by showing

that experience may be a valid factor aiding detection. With respect to the training versus

experience debate relevant to the design of hierarchies, and compensation and promotion

policies for professional law enforcement, security, intelligence, and judicial services, as

3In Masip et al. (2018), a potential deceiver is interviewed twice in a laboratory set up by the same
interviewer, the second time without forewarning. The interviewer in their setting is thus allowed two
decisions. However, they do not allow feedback or salient incentives. Our setting additionally differs in
that potential deceivers face no surprises and are interviewed only once.
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well as other organizations where credibility of internal and external communication is

vital, our findings suggest that experience may be of importance, and on-the-job learning

may yield reliability.

This essay may also contribute to emerging debates on organization of media and social

networks. For example, with respect to whether fundamental reform of these networks,

including regulation, enforcement and public ownership, is necessary (e.g., Bak-Coleman

et al. 2021) to combat the proliferation of fake news and manipulated information, our

results indicate that decentralized individual or organizational responses may have hith-

erto unrecognized power. This suggests that awareness campaigns being pursued in many

European countries, Australia, Canada, etc. may have merit, provided information and

guidelines transmitted through such campaigns effectively proxy for the experience that

could have been obtained otherwise. A further suggestion is that initiatives to create

watchdog or observer networks to discern deception or validate information, such as the

Digital Media Observatory of the European Commission, can benefit by drawing on civil

society members at large in addition to certified experts, provided mechanisms to deter-

mine experience and accuracy are available.

Before proceeding, note that the judges and challenger groups on the show could

have been samples pre-selected from outside pools of potential participants. We have no

information on such outside pools. This limitation restricts the range of data available

for examination, although it does not affect inferences conditional on samples observed.

Some other main limitations of our paper are discussed in the concluding Section 5.

2 The game show, and data

We consider the first season of the U.S. TV game show To Tell The Truth, which aired

on CBS over December 1956 through December 1959.4 There were 145 episodes in the

4All episodes of this season have been made publicly available by CBS on its youtube channel. The
playlist is at https://www.youtube.com/playlist?list=PL39ftvD_GHaHhv8Qm_truGRLp61iJNFOg.
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season, usually one per week over the period, each lasting for about 30 minutes. Each

episode had multiple sessions, for a total of 429.

Every session had a host, with the host fixed for an episode. Most episodes had the

same person in the role of the host. There were always four judges, two males and two

females, in all sessions and episodes. The set of judges was fixed for an episode, and the

same person could appear as a judge in multiple episodes. In all, 56 individuals appeared

in the season in the role of judge, 21 females, and 35 males. The judges were celebrities,

usually from the entertainment sector. Most sessions had three individuals appearing

as challengers, one being the central character and the other two impostors. The set of

challengers usually consisted of individuals of the same gender, with mixed gender groups

appearing occasionally. A person could appear as a challenger only once in the season

out of all sessions and episodes.

A session began with the host publicly revealing some true information about the

central character.5 It was commonly known from the beginning that the central character’s

identity is not known to the judges. The task of each judge was to identify which challenger

is in actuality the central character. All judges could publicly question the challengers to

pursue this task. The central character could not give a false answer to any question, while

the impostors could. After all questions had been asked and answers received, judges had

to independently and simultaneously submit judgments. It is likely that a significant part

of the viewership of the show were fans or potential fans of the celebrities who appeared

as judges. This suggests judges may have had strong incentives to perform well in order to

acquire, impress or retain followers.6 The challengers as a group got $250, to be divided

equally, for every judge making a mistake in identification.7

5Further details on the chronology of events within a session can be found in Appendix A.
6We assume that the objective of judges is to correctly identify the impostors. Given the judges were

mostly entertainment professionals, they could have had other objectives, such as to provide a good show.
We do not have extraneous information on judge objectives, but our assumption should suffice as long as
these include correct identification.

7A challenger could thus earn up to $333. These are high stakes as the average starting monthly salary
for a college graduate in 1960 was around $500 (National Association of Colleges and Employers 2012).
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The description above pertains to what we call regular sessions. We call an episode

regular if it consists of 3 regular sessions. Most sessions and episodes were regular. A

session could be irregular for the following reasons (there were 32 such irregular sessions):

(I) The host differed from the usual (4 episodes, covering 11 sessions).

(II) The challengers were couples (4 sessions across 4 episodes). In some sessions, there

were 3 couples (1 male and 1 female) as challengers. There were 2 central characters, from

a single couple. The other couples were the impostors.

(III) 3 judges submitted a judgment (17 sessions across 17 episodes). There were

sessions in which a single judge recused himself/herself due to prior acquaintance with a

challenger (there was never any instance in which more than 1 judge recused).

An additional source of irregularity was session length. The first 6 episodes of the sea-

son contained 2 sessions, each lasting for about 15 minutes. All other episodes contained

3 sessions, each lasting for about 10 minutes.

Variables capturing these irregularities are used, along with other session- and episode-

level variables, in our regression analysis, reported in Section 4. In any session, a judgment

is either correct or incorrect. Our main dependent variable is judge decision, which is

binary. The main independent variable, capturing the degree of experience, is the number

of sessions, including the session from which the observation is being drawn, in which a

judge has appeared at the time of decision.8 Our paper aims to identify and explain any

possible correlation between these two variables.

3 Preliminaries

Of the 56 judges in the show, half appeared in 5 or fewer sessions, with 9 appearing in more

than 30. The minimum and maximum number of sessions appeared in by judges were

respectively 2 and 360. The histogram in Figure 1 below gives the frequency distribution

8In the context of our empirical analysis, we thus use the term level or degree of experience as a
synonym for the number of sessions a judge participated in.
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of judges’ participation in the show, with the number of sessions appeared in arranged in

a logarithmic scale on the x-axis.

Figure 1: Frequency distribution of appearances by judges

The task of any judge in any session of any episode was to determine the identity of the

central character from among the group of challengers. Decisions were thus binary, either

correct or erroneous. To initiate the study of trend and compare average performance

with the benchmark set by random decision-making, let J be the set of judges and Ti the

total number of sessions in which judge i ∈ J appeared. If t be number of appearances

(sessions), let L(t) be the set of judges who appeared in no more than t sessions, and

M(t) be the set of judges who appeared in more than t sessions (L(t) = {i ∈ J |Ti ≤ t},

M(t) = {i ∈ J |Ti > t}, for t ≥ 1).

Next suppose that the numbers of decisions and erroneous decisions taken by judge

i in his or her first t appearances are respectively ni(t) and qi(t). Let n(t) and q(t)

be respectively the total number of decisions and total number of erroneous decisions
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made, across all judges, after the first t appearances. We can define n(t) =
∑

i∈L(t)
ni(Ti) +∑

i∈M(t)

ni(t) and q(t) =
∑

i∈L(t)
qi(Ti) +

∑
i∈M(t)

qi(t). Then the mean error rate up to and

including the t th appearance is r(t) = q(t)/n(t). And an individual judge’s error rate over

the same period is ri(t) = qi(t)/ni(t).

Figure 2 plots (t, r(t)) for all values of t = 1, . . . , 360. A trend for error rate to decline

with experience is apparent. We investigate this possibility formally in Section 4.

Figure 2: Mean error rate

To check whether decision quality exceeded the random benchmark, note that random

decisions would generate an error rate of 0.667. With one observation per judge, his or

her error rate at the end of the participation horizon (ri(Ti)), the average error rate

(proportion of incorrect decisions) in the sample is 0.58. It differs from the benchmark

rate at the 99.9% level by a single-sample Snedecor-Cochran test (two-sided p-value =

0.0007), but only at the 90% level by a single-sample t-test (two-sided p-value = 0.0703).
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4 Analysis

Figure 2 indicates a negative relationship between experience and error. An immediate

explanation is learning, by which we mean any time-varying component of performance:

more experience allows better understanding and recognition of habitual cues and their

links to deceptive behavior, and hence produces superior judgment. As detailed earlier,

other explanations are possible. It could be that later episodes, or later sessions within

episodes, present easier challenger groups. Later episodes could also comprise of more

able judges. The latter could arise because selection of judges into episodes is determined

by performance in earlier episodes, causing judges of higher intrinsic ability to be selected

more often, leading to positive correlation between ability and experience.

We now analyze if learning emerges as an explanation after either econometrically

controlling for bias in the selection of judges into episodes (Section 4.1), or eliminating

its possibility (Section 4.2).9 The first approach also controls for effects arising from the

chronological arrangement of challenger groups, while the second does so partially.

4.1 Learning in the full sample

We use a pooled probit regression approach to investigate if error decreased with experi-

ence. Our data are longitudinal and consitute an unbalanced panel. The model comprises

two equations, one governing a judge’s performance in any appearance and the other de-

termining selection of a judge in any episode. We model performance of any judge j in any

session σ as a function of the number of appearances of j in the season up to σ and other

characteristics of j, characteristics of σ and the episode containing σ, and a performance

characteristic of the peer judges who were present with j in σ. Selection of any judge j

in any episode e is modeled as a function of j’s experience and performance in the season

9Bias in the selection of judges into episodes can occur in two ways: producers may have incentives
to re-invite certain kinds of judges, and potential judges may not randomly choose to appear. We do not
have data to distinguish between such producer selection and self selection.
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up to e, other characteristics of j, characteristics of e, and a performance characteristic

of the peer judges who were present in e. The performance equation is as follows.

y∗i,t = α1 +β1t+ ziγ1 + pσi,tπ1 + wei,tδ1 + θ1q
ei,t
σi,t

+ eψ1 +σφ1 +u1i,t; yi,t = 1[y∗i,t > 0] (1)

The binary dependent variable yi,t is the outcome for judge i in his or her tth appear-

ance, coded as 0 if the judge was not deceived, and 1 if the judge was deceived.10 t tracks

the number of appearances.

For the rest of the terms in (1), zi contains time-invariant features of i, specifically

the average performance of i in his or her first episode,11 i’s age on the day of entering

the game show,12 the episode number in which i appeared for the first time,13 and i’s

gender. Next, letting σi,t denote the session corresponding to i’s tth appearance, pσi,t

comprises observable characteristics of σi,t, specifically the total number of challengers,

gender composition of the challenger group, and whether there is a recusal (by some

judge other than i) or not. Additionally, letting ei,t denote the episode containing σi,t, wei,t

includes observable features specific to ei,t: the identity of the host (standard or otherwise)

and the number of sessions in the episode. Further, q
ei,t
σi,t incorporates a characteristic of the

peer judges who participate in ei,t along with judge i. Prima facie, the decision problem for

any judge in any session is individual. However, each judge was present with other judges

in any episode, sometimes meeting another judge in multiple episodes. Hence a concern for

relative performance could have been present. Such an incentive could alternatively have

been driven by perceptions of fans’ preferences over judge performance. To capture such

10If i recused for the tth appearance, then yi,t is a missing value.
11This variable is measured by the average error rate of the judge in his or her first episode and captures

unobserved performance related time-invariant individual characteristics such as intrinsic ability.
12Information on age was collected from publicly available sources (e.g., wikipedia). This is the only

variable in our analysis for which information was obtained from outside the events of the game show as
telecast.

13This variable is a control for potential order effects.
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latent performance incentives, we use the session-level time-varying average cumulative

performance of the peer group for that episode up to but not including σi,t. Finally,

we use dummies to capture effects of unobserved characteristics of episodes and sessions

on judge performance. The concern is that intrinsic detectability of challenger groups

differs across episodes or sessions within an episode. σ = (σ2, σ3) and e = (e2, e3, . . . e145)

represent these session and episode dummies respectively. A judge’s decision is observed

only when the judge is selected in an episode. We now present the selection equation.

s∗i,e = α2 + β2xi,e + µ2hi,e + ziγ2 + weδ2 + η2qi,e + eψ2 + u2i,e; si,e = 1[s∗i,e > 0] (2)

The binary dependent variable si,e assumes value 1 (0) if judge i is selected (not

selected) in episode e. xi,e denotes the number of days that have elapsed from the day

of the episode in which judge i first appeared on the show until the end of episode e− 1

and is a measure of experience. hi,e is a measure of i’s performance at the beginning of e,

and is a ratio which has as its denominator the number of appearances of i till the end of

e− 1. The numerator is a score, where 1 is given for every correct decision, −1 for every

incorrect decision, and 0 for every recusal of i till the end of e − 1. xi,e and hi,e serve as

the exclusion restrictions for the selection equation.

For the rest of the variables, zi and we refer respectively to time-invariant judge-specific

regressors and episode-specific regressors, and contain respectively the same regressors as

for equation (1). qi,e is a performance measure of the peer judges present in episode e,

and is the cumulative average performance of these judges up to the end of episode e− 1.

We include this variable to account for any group aspect of the process driving selection

of judges into episodes. Lastly, e contains the episode dummies, as defined for (1).

The estimation sample comprises two or three observations per judge for every episode

in which the judge participated (recall that the first six episodes of the show contain two
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sessions each while the rest consists of three sessions). It includes one observation per

judge for every episode in which a judge did not participate. This process leads to 9239

observations after recusals are accounted for (see III in Section 2). The construction of the

data requires the imputation of values of variables for judges corresponding to episodes

in which they did not appear. The choices faced and the rules used for construction are

detailed in Appendix B.

We assume that u1i,t, u
2
i,t|t, zi,pσi,t ,wei,t , q

ei,t
σi,t , xi,e, hi,e, qi,e, e,σ ∼ N(0, 0, 1, 1, ρ), where

ρ = corr(u1, u2). Also, conditional errors are allowed to be arbitrarily serially correlated.14

Further, our model controls for unobserved heterogeneity stemming from differences in

intrinsic ability across judges (see fn. 11), and from session and episode level factors. It

is therefore unlikely that u1i,t or u2i,t contains unobserved individual-specific outcome or

selection related factors leading to endogeneity.

We estimate this partial likelihood model under joint normality of (u1, u2). Given the

assumptions of the model, partial MLE is both consistent and asymptotically efficient.15

Cluster-adjusted standard errors are used for inference, with clustering by judge.16 The

output is presented in Table 1. Names of independent variables appearing in all tables

of estimates in the paper are collected together in Appendix C, where they are described

and defined.

The estimates for equation (1) show that lower error in the first appearance episode

lowers overall error. Hence intrinsic ability affects performance. Further, the correla-

tion coefficient (ρ) between equations (1) and (2) is significant at the 90% level, weakly

suggesting that the equations are not independent, implying prior performance possibly

influences the selection of judges into episodes.17 A key finding is that session dummies

14Conditional error terms in all probit models in the paper, described in equations (1) through (3), are
assumed to be standard normal and allowed to be arbitrarily serially correlated.

15See e.g., Wooldridge (2010), Semykina and Wooldridge (2018) for details.
16All regression models reported in the paper implement cluster correction, with clustering at the level

of the judge.
17However, the product moment correlation coefficient between Performance in first episode and the

number of episodes appeared in for judges was 0.0326 and it was insignificant (p-value = 0.8114), sug-
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Table 1: Experience and learning: joint pooled probit estimates

Performance equation (1)
Dependent variable: judge decision (0 if correct)

Focal regressor (t) Appearance number -0.00249∗∗∗ (0.00067)
Time-invariant Performance in first episode 0.48737∗∗ (0.16098)
judge-specific Episode in which first appeared -0.00198 (0.00200)
characteristics Age in days on first appearance 0.00004∗∗ (0.00001)
(zi) Gender (1 if male) -0.19964∗∗ (0.07193)
Session level Number of female challengers 0.06833∗∗ (0.02527)
characteristics Total number of challengers 0.23496∗∗∗ (0.05638)
(pσi,t) Recusal (1 if recusal) -0.41231 (0.38369)
Episode level Host (1 if standard) 0.25269 (0.49477)
characteristics (wei,t) Number of sessions in episode -0.24353 (0.57323)
Peer effect (q

ei,t
σi,t) Average peer cumulative performance -0.01240 (0.69188)

Session Session 2 -0.04068 (0.10770)
dummies (σ) Session 3 -0.07095 (0.05223)
Episode dummies (e) Yes

Selection equation (2)
Dependent variable: judge selection (1 if selected)

Exclusion Experience till previous episode (xi,e) 0.00392∗∗∗ (0.00033)
restrictions Self cumulative peformance (hi,e) -1.28870 (0.76851)
Time-invariant Performance in first episode 0.51720 (0.41517)
judge-specific Episode in which first appeared -0.00411 (0.00317)
characteristics Age in days on first appearance 0.00004 (0.00004)
(zi) Gender (1 if male) -0.33711 (0.34307)
Episode level Host (1 if standard) -5.89751∗∗∗ (1.63467)
characteristics (wei,t) Number of sessions in episode -0.56489 (0.34895)
Peer effect (qi,e) Lagged average peer cumulative performance 9.24015∗∗∗ (2.76535)
Episode dummies (e) Yes
Observations 9239
Correlation coefficient (ρ) -0.10854
p-value 0.06025
Elasticity -0.19379
Cluster adjusted standard errors in parentheses. ∗∗ p < 0.01, ∗∗∗ p < 0.001.

For definitions of independent variables, see Appendix C.
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are insignificant, implying that unobserved characteristics of sessions, including challenger

groups, have no impact on performance. Hence we find no evidence that later sessions

systematically involved easier challenger groups. Additionally, we find that episode dum-

mies, which we do not report for brevity, are usually insignificant for (1), with only 29

achieving significance. Negatively significant dummies, indicative of the presence of easier

challenger groups, occur mostly in the first half of the season. Hence we find no evidence

that later episodes systematically involved easier challenger groups. The central finding

for the performance equation in Table 1 is that Appearance number is negative and sig-

nificant. A conjoint finding for the selection equation is that neither prior performance

nor intrinsic ability influence selection. These findings hence lead us to conclude that

experience positively influences performance in our data, after controlling for effects aris-

ing from chronological arrangements of groups of challengers and judges. The force is

not negligible, as the elasticity calculation shows that a doubling of the level of experi-

ence causes the probability of error to decline by more than 19%.18 Figure 3 shows the

corresponding relationship between experience and the predicted probability of error.

The estimates for equation (1) produce additional findings. First, there appears to

be an effect of age on performance, as Age in days on first appearance is significant,

implying higher error may be produced by higher age ceteris paribus. Second, gender

appears to affect outcome. Specifically, Gender is significant, suggesting that male judges

had lower error in detection, as is Number of Female Challengers, suggesting that female

challengers were more successful at deception. And third, couples appear more successful

at deception than individuals, as Total number of challengers is significant (see II in

Section 2). However, couples appeared as challengers in only 4 out of 429 sessions, leading

gesting that selection bias is not a strong force in our sample.
18Elasticity is defined as dy

dx .
x
y , where x and y are respectively the independent and dependent variables,

and is the point elasticity averaged over the sample of the x-variable.
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Figure 3: Experience and the estimated probability of error

to limited variation in the values of the variable.19

As a robustness check, we estimated equations (1) and (2) using the two-step procedure

(Heckman 1979; Semykina and Wooldridge 2018), whereby equation (2) is estimated first,

and an augmented version of equation (1) is estimated subsequently. The augmentation

is due to the presence of the inverse Mills ratio (IMR) generated from the first step as

an additional explanatory variable. We describe these results, but do not report them for

brevity. These estimates continued to provide null evidence in favor of later episodes or

later sessions within episodes involving easier challenger groups. With analytical standard

errors, the focal regressor continued to be strongly significant, reinforcing the finding

of learning, but the IMR was significant as well, suggesting performance trend may be

additionally affected by selection bias. There was no evidence of such selection influences

with bootstrapped standard errors (p-value of IMR = 0.195). However, the focal regressor

19By contrast, there was substantial variation in values of the variables capturing gender. Half the
judges in any session were male, and about 60% and 36% of challenger groups (out of the 425 where
challengers were individuals) were all male and all female respectively.
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was only weakly significant (p-value = 0.062) in this case.

To summarize, first, we find no evidence to suggest that later episodes or later sessions

within episodes involved easier challenger groups. In particular, session dummies are

always insignificant. Second, there was mixed evidence with respect to the presence of

selection bias which affected performance trend. The main joint estimation procedure

provided weak support for the possibility, while the two-step procedure with analytical

standard errors provided strong support. Other tests provided no support. Finally, the

main estimates strongly showed the presence of learning. Evidence in favor of learning

emerging from the two-step procedure was strong with analytical standard errors but

weak with bootstrapped standard errors.

The absence of unanimity with respect to strong significance of the focal regressor

across the procedures prompts us to search for further evidence in favor of learning.

The approach in the current section econometrically controlled for bias in the selection

of judges into episodes, imposing a specific model of selection. We hence explore an

alternative in Section 4.2 which obviates the need to account for such selection bias.

Before ending, we note that the analysis in Section 4 proceeds by pooling observations

across judges. We also investigated learning at the level of individual judges, by estimating

a version of equation (1) reduced by dropping time-invariant judge-specific variables (zi)

for each judge. Significant learning did not emerge for any judge. We thus do not find

evidence for learning at the level of individual judges in our sample.

4.2 Intra-episode learning

We recall that episodes in the show contained multiple sessions and that judges were

fixed for any given episode. Assuming no interaction between time-invariant and time-

dependent components of performance, this implies that any change in performance over

the course of an episode cannot be attributed to bias in the selection of judges. Hence,

an analysis restricted to intra-episode data can proceed without needing to account for
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selection of judges. However, the variable representing experience in such an analysis

would be collinear with the session dummies, implying the absence of control for unob-

served session level characteristics, particularly how easy or difficult a challenger group

is. We appeal here to the finding from Section 4.1 indicating there was no tendency for

unobserved session level characteristics to affect performance. This finding provides the

foundation for the analysis of this section.

The simplest way forward is to focus on the first appearance episode for each judge,

where performance-dependent selection is by definition absent. In Section 4.2.1, we ana-

lyze intra-episode learning, focussing on data from the first appearance episode for each

judge. In Section 4.2.2, we extend our approach to account for data from all episodes.

4.2.1 Learning over the episode of first appearance

In this section, we analyze intra-episode learning taking data only from the first appear-

ance episode for each judge. First appearance episodes of 7 judges had only 2 sessions,

with 3 sessions for the remaining 49 judges, leading to a maximum of 161 observations.

One judge recused once in the first episode of appearance, leaving 160 observations. The

model of performance is given in (3) below.

y∗i,t = α3 + β3t+ ziγ3 + pi,tπ3 + wiδ3 + θ3qi,t + u3i,t; yi,t = 1[y∗i,t > 0] (3)

yi,t is the outcome for judge i in his or her tth session, as in (1) (as before, coded as

0 if the judge was not deceived, and 1 if the judge was deceived). The main regressor, t,

is as defined for (1). For judges whose first episodes of appearance had 3 sessions, t can

take values 1, 2 or 3. For the other judges, t can take values 1 or 2.20

For the rest of the terms in (3), zi is as defined in (1), except that average performance

of i in his or her first episode is dropped, as this variable is now perfectly correlated with

20We also estimated the model assuming t can take values 1 or 3 for judges whose first episode of
appearance had 2 sessions. No qualitative differences in results were detected, and we do not report these
estimates for brevity.
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the dependent variable. Next, pi,t is identical to pσi,t , wi is identical to wei,t , and qi,t is

identical to q
ei,t
σi,t , as these are defined in (1), with the restriction that reference is only to

the first appearance episode for any i.

Note that equation (3) does not contain episode dummies. However, control is insti-

tuted for unobserved episode level characteristics through the variable Episode in which

first appeared (an element of zi), as appearing in Table 1. This variable controlled for or-

der effects in equations (1) and (2), an issue of no relevance here as attention is restricted

to a single episode, rendering it a pure episode index variable able to capture the effect

of unobserved characteristics. We also estimated a version of equation (3) which replaces

this episode index with the set of relevant episode dummies. Pooled probit estimation

results with the index variable are in the first column of Table 2 while those with the

dummy variables are in the second column.

Both columns display a negative sign for the focal regressor. The coefficient is sig-

nificant in the case of the estimation with the index variable. It is insignificant at the

95% level when dummy variables are used instead. However, significance in this case is

achieved at the 90% level (p-value = 0.074), providing weak evidence of learning. This fall

in the significance level could be due to the higher standard errors generated through loss

in the degrees of freedom. Figure 4 shows the relationship between the level of experience

and the predicted probability of error, corresponding to the first column of Table 2.21

A problem with the above approach is that omitting the control for unobserved judge

characteristics (average performance in the first appearance episode) may cause unob-

served individual heterogeneity to be correlated with observed individual-specific regres-

sors such as the episode number of first appearance, gender etc. An alternative would be

to estimate (3) using correlated random effects (Chamberlain 1980), which incorporates

judge level averages of all time-varying regressors as additional controls (Mundlak 1978)

to proxy individual-level unobserved heterogeneity. Results are presented in the third

21Table 2 reports a semi elasticity, defined as dy
dx .

1
y , where x and y are respectively the independent

and dependent variables, as the independent variable Session was treated as discrete in our regression.
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Table 2: Intra-episode learning: first episode of appearance

Dependent variable: judge decision (0 if correct)
pooled probit pooled probit correlated

(episode index) (episode dummies) random effects
Focal Session -0.26611∗ -0.35760 -0.25996∗

regressor (t) (0.12514) (0.20001) (0.12495)
Time Episode in which 0.00113 - 0.00265
invariant first appeared (0.00342) (-) (0.00364)
judge Age in days on 0.00001 -0.00040∗∗∗ 0.00002
specific first appearance (0.00004) (0.00010) (0.00004)
characteristics Gender -0.41848 -0.76087 -0.47715
(zi) (1 if male) (0.25844) (0.51680) (0.27333)
Session level Number of -0.04232 -0.09556 -0.06342

female challengers (0.08079) (0.13498) (0.08381)
characteristics Total number 1.00399∗∗∗ 1.26159∗∗∗ 1.07998∗∗∗

of challengers (0.13242) (0.19282) (0.25059)
(pσi,t) Recusal -1.17168 -33.59296 -0.84677

(1 if recusal) (0.71291) (.) (0.44135)
Episode Host 0.49018 -38.67860∗∗∗ -0.11284
level (1 if standard) (0.39805) (0.87498) (0.43307)
characteristics Number of sessions 0.48347 0.81918 0.07839
(wei,t) in episode (0.28279) (1.03288) (0.74570)
Peer effect Average peer -0.91036 -3.72099 3.80848
(qi,t) cum. perf. (1.73334) (4.33897) (4.26399)
Judge averages - - Yes
Episode dummies - Yes -
Observations� 156 156 156
(Semi) Elasticity -0.15356 0 -0.15017
�Values for the peer effect variable are not defined for the first session of the first episode of the show.

We hence lose 4 observations from 160, leaving us with a total of 156.

Cluster adjusted standard errors in parentheses. ∗ p < 0.05, ∗∗∗ p < 0.001.

For definitions of independent variables, see Appendix C.
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Figure 4: Experience and error probabilities: first episodes of appearance

column of Table 2 and provide support for learning. We conclude that there is sufficient

evidence to suggest the presence of learning during the first episode of appearance in our

sample, indicating learning by novices can take place under short horizons.

4.2.2 Average intra-episode learning

In this section, we extend the approach of Section 4.2.1 to account for all episodes, while

continuing to ignore information arising from inter-episode variation in performance. The

question we pursue is whether there is any evidence for performance improvement over

the course of an average episode, considering all appearance episodes together.

For this purpose, we represent each judge by the averages of her performances for

the first, second and perhaps third sessions, across all episodes of appearance. For any

episode j with three sessions, let j1, j2, and j3 be respectively its first, second, and third

sessions and let j1 and j2 be its first and second sessions if it has only two. Consider a

judge i who appears in Ti ≥ 1 episodes. Let the first T 2
i ≥ 0 episodes contain only two
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sessions, with the remaining T 3
i ≥ 0, T 2

i + T 3
i = Ti, containing three sessions.22 Denote

performance by y (0 if not deceived, 1 otherwise), with the observation missing in the

event of recusal. Suppose ni,k is the number of decisions taken by i over all kth sessions

in the episodes in which he or she has appeared, and yi,jk is i’s performance in the kth

session of the jth episode of appearance. Then, for k=1,2, i’s average performance for the

kth session over all appearance episodes is y′i,k = (1/ni,k)
∑Ti

j=1 yi,jk .

If T 3
i = 0, i is represented by two observations, y′i,1 and y′i,2. If T 3

i > 0, i’s average

performance for the 3rd session over all appearance episodes is y′i,3 = (1/ni,3)
∑Ti

j=T 2
i +1 yi,j3 ,

where ni,3 and yi,j3 respectively follow from ni,k and yi,jk above, for k = 3. i is then

represented by three observations, y′i,1, y
′
i,2 and y′i,3.

The values of y′i,1, y
′
i,2 and y′i,3 are between 0 and 1, end-points included, for all judges,

whenever defined.23 3 judges appeared only in episodes with exactly two sessions each,

all other judges appearing in at least one episode with exactly three sessions. We hence

have 165 observations. The following model is used for performance:

y′i,t = α4 + β4t+ ziγ4 + u4i,t (4)

The model is estimated using pooled OLS. t can take values 1 or 2 in (4) if i participated

only in episodes with exactly two sessions, and values 1, 2 or 3 otherwise.24 zi is as defined

for (1). We only use time-invariant individual-specific regressors as independent variables.

We do not utilize session or episode level variables as controls as these would then have

to be used in averaged form, which does not seem to yield decision-relevant statistics.

Performance improves over the course of an average episode, as constructed above, if

β4 estimated from this model is negative. Results are given in Table 3. Directionally, we

find improvement in performance. Significance is not achieved at the 95% level. How-

22This partition follows from only the early episodes having exactly two sessions (see Section 2).
23y′i,1 and y′i,2 were defined for all judges. y′i,3 was defined for all judges who participated in at least

one episode with three sessions.
24Alternative estimates were generated using the procedure described in fn. 20. No qualitative differ-

ence in results were detected, and we do not report those estimates for brevity.

22



ever, the coefficient is marginally insignificant at that level (p-value = 0.051), suggesting

weak evidence of performance improvement and hence intra-episode learning. The only

other variable having explanatory power is Performance in First Episode, suggesting as

in Section 4.1 that intrinsic ability affects performance.

Table 3: Intra-episode learning: all episodes

Dependent variable: average judge decision
Focal Session -0.06676
regressor (t) (0.03417)
Time-invariant Performance in 0.67211∗∗∗

first episode (0.07624)
judge-specific Episode in which -0.00012

first appeared (0.00045)
characteristics Age in days on 0.00001

first appearance (0.00001)
(zi) Gender -0.02073

(1 if male) (0.04144)
Observations 165
Cluster adjusted standard errors in parentheses. ∗∗∗ p < 0.001.

For definitions of independent variables, see Appendix C.

5 Conclusions

The need to identify deceptive or opportunistic individuals may arise in many economic

situations. Existing evidence is somewhat bleak and suggests that humans are not neces-

sarily highly skilled at deception detection. The literature has therefore searched for valid

indicators of deception and factors which may induce improved detection.

It has been conjectured that experience may be a factor favoring improved detection.

However, prior research has not found strong support for the hypothesis that individuals

with greater exposure to situations with potential deception can learn from such expe-

riences and augment their ability to detect it. We pursue this hypothesis by analyzing

data constructed from events in a TV game show. Our evidence suggests the presence of
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learning, with performance improving through experience, perhaps because judges have

more personal data on decision-making in analogous situations.

Individuals with no special training can thus learn to better filter misinformation

through experience. Policy attempting to control misinformation should hence encourage

learning and account for different levels of experience of potential receivers.

A question that remains unanswered in our investigation is what it is that is learnt.

Prior research has pointed to various cues that may indicate deception. Our approach is

aggregative and does not isolate particular cues that individuals may be learning through

experience. This limitation follows to an extent from the show not using special equipment

that could have tracked cues emerging from the body or voice tones. Semantic or syntactic

analysis of oral communication, with a view to understanding if verbal or linguistic cues

were learnt, is however feasible. We plan to pursue this in future research.

We conduct our examination in the domain of face-to-face oral communication. De-

ception is possible in other domains as well, such as ones with written communication. It

would be of interest to know if experience is valuable in such domains. Also, our sample of

judges is restricted, mostly being from the world of entertainment. We leave the question

of whether learning is feasible in more general samples for future research. Further, de-

ception is always present in our environment, whereas in reality the detection of deception

may have to account for the possibility of its absence. Our results cannot comment on the

interesting question of whether experience is useful in such settings. Additionally, each

judge, while an independent decision-maker, was always in the company of other judges

in the show. Whether learning is possible with isolated decision-makers may be worth

pursuing, particularly in light of recent findings regarding deception detection with group

decision-making (Klein and Epley 2015).
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Appendix A: Details of events within a regular session

Here we briefly and chronologically describe all events within any regular session. Any

session begins with the camera focusing on the three challengers. The host then asks

every challenger, ‘What is your name, please?’, following which each replies, ‘My name

is [central character’s name].’ The host then reads aloud a signed affidavit about the

central character, as the judges read their copies of the same affidavit. The judges are

then allowed to ask questions to the challengers one at a time, summoning them by their

numbers (numbers 1, 2, or 3). Every judge has an allotted time, and the host rings

a bell once this time is up. Upon completion of the question-answer rounds, the host
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asks the judges to determine which challenger they think is the central character. No

communication is allowed between any party at this stage. Consultation between parties

(except possibly with the host) is not allowed at any stage. Each judge has to write

the respective challenger number on a card and reveal it to the host. Once all judges

have written on their cards, the results are revealed publicly. The host then asks, ‘Will

the real [central character’s name] please stand up?’, at which point the true central

character reveals himself/herself. The impostors also introduce themselves with their real

names. This signals the end of the session, unless the challengers are interrogated on

issues discussed during the question-answer phase, which happened occasionally.

Appendix B: Dataset for systems estimation by max-

imum likelihood

As mentioned in Section 5.1, the estimation sample comprises two or three observations

per judge for every episode in which the judge participated (recall that the first six episodes

of the show contain two sessions each while the rest consists of three sessions). It includes

one observation per judge for every episode in which a judge did not participate. There

are 9256 observations altogether, of which 17 observations are excluded from the sample

due to recusals (see III in Section 3). Data on time-invariant judge and episode-specific

regressors are available for all judges and episodes. Data on session-specific regressors

(including the focal regressor of the performance equation) are available for all sessions

of an episode in which a judge had participated.

Equation (1) contains a peer-specific regressor. Let the session in which judge i makes

his/her tth appearance be σi,t. Let the episode that contains this session be ei,t. The peer

group’s average cumulative performance in σi,t (in the performance equation) measures

the ratio of the total number of incorrect decisions of i’s peers to the total number of

appearances made by i’s peers till the end of session σi,t − 1 (which may not necessarily
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belong to episode ei,t).

In constructing the dataset, missing values need to be treated specially. To incorporate

one observation per judge for every episode in which a judge did not participate, we

generate missing values for some regressors in those episodes as described below. This

requires imputation of values of these regressors for those episodes. This is a non-trivial

issue for the following regressors and requires making some assumptions.

The regressors exclusive to the selection equation, viz., hi,e and xi,e are defined at the

episode level. First, consider the cumulative performance of judge i at the beginning of

episode e, viz. hi,e. Suppose judge i makes his/her first appearance in the eth0 episode.

We replace the missing values for the judge’s cumulative performance in all episodes

up to e0 − 1 with 0. Note, however, that given our scoring rule, a zero cumulative

performance could also result if the judge had made an equal number of correct and

incorrect decisions till episode e0 − 1. The underlying assumption is that a zero value of

cumulative performance does not provide any information about the judge’s track record

or help predict her future performance. We test if results are robust to this convention by

using various alternatives to 0 for these missing values, including -0.34, which corresponds

to the random choice benchmark. Qualitative results mostly remained unchanged across

these rules. In particular, Appearance Number remained negative and significant in the

performance equation, suggesting, as before, that experience enables learning and thereby

yields performance improvement.

Second, the number of days that have elapsed since the day a judge had appeared in

the show for the first time until the end of episode e−1, viz. xi,e, has missing values for a

judge until a judge’s second episode of appearance. We replace these missing values with

0 and assign the value 1 to xi,e in a judge’s second episode of appearance.

For qi,e, note that existence of peers in an episode is contingent on selection in that

episode. We emulate peers for non-participants in episode e by calculating the average

cumulative performance, computed up to the end of episode e− 1, of judges who actually
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participated in episode e. The idea is that if i had been chosen in that episode, then i

would have randomly replaced one of the four judges who actually participated in it.

Appendix C: List of regressors

Here we list all independent variables found in the tables of estimates reported in the

paper, across all such tables. The list is presented in alphabetical order.

� Age in Days on First Appearance: The age of a judge, measured in days, on the

day of the episode in which the judge participated for the first time.

Dates of birth of judges were collected from public sources such as wikipedia.

� Appearance Number : The total number of sessions a judge has participated in,

including current session.

This variable is denoted by t in (1), (3) and (4).

� Average Peer Cumulative Performance: Suppose judge i has 3 peers in episode e,

P1, P2 and P3. Let e contain some session σ. Let Ãk,σ and M̃k,σ be respectively the

number of appearances and number of incorrect decisions of Pk (k = 1, 2, 3) until

and including session σ − 1. Then the value of the variable for session σ is defined

as
∑3

k=1 M̃k,σ/
∑3

k=1 Ãk,σ.

� Episode in which First Appeared : The serial number of the episode in which a judge

made his or her first appearance in the show.

� Experience till previous episode: The number of days that have elapsed since the

day the judge first appeared in the show till the end of the previous episode.

For the definition in episodes prior to the second appearance episode for any judge, see Appendix

B.
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� Gender : Dummy variable indicating the sex of a judge (1 if male).

Gender classification was as announced by the host.

� Host : Dummy variable to indicate if the host is different from the usual one (1 for

standard host).

� Lagged average peer cumulative performance: Suppose judge i has 3 peers in episode

e, P1, P2 and P3. Let Ãk,e and M̃k,e be respectively the number of appearances and

number of incorrect decisions of Pk (k = 1, 2, 3) until and including episode e − 1.

Then the value of the variable for episode e is defined as
∑3

k=1 M̃k,e/
∑3

k=1 Ãk,e.

For the definition in episodes in which i did not participate, see Appendix B.

� Number of Female Challengers : The total number of female challengers in a session.

� Number of Sessions in Episode: The total number of sessions in a particular episode

(2, 3).

� Performance in First Episode: Suppose judge i took ni decisions in his or her first

episode; then performance in first episode is (1/ni)
∑ni

τ=1 yi,τ , where yi,. is as defined

for (1).

� Recusal : Dummy variable indicating if there was a recusal in a session (1 if recusal).

� Self Cumulative Performance: Suppose judge i earns 1 point for a correct decision,

−1 point for an incorrect decision, and 0 for a recusal. Then self cumulative perfor-

mance of i at the beginning of episode e is the ratio of the total points earned till

the end of e− 1 to the total number of appearances till the end of e− 1.

For the definition in episodes in which i did not participate, see Appendix B.

� Session: The serial number of a session within the episode.

� Total Number of Challengers : The total number of challengers in a session.
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